ESMT (Preliminary) F59L4G161KA (2R)

Flash 4 Gbit (256M x 16)
3.3V NAND Flash Memory

FEATURES
m  Voltage Supply | lbit/cell
- Vee: 3.3V (2.7 V ~3.6V) B Command/Address/Data Multiplexed DQ Port
B Organization B Hardware Data Protection
- Page Size: (2K + 128) words - Program/Erase Lockout During Power Transitions
- Block Size: 64Pages = (128K + 8K) words B Reliable CMOS Floating Gate Technology
- Number of Planes: 1 - ECC Requirement: 8bit / 256words
- Number of Block per Die (LUN)= 2048 - Endurance: 50K-P/E Cycle Times
B Automatic Program and Erase - Data Retention: 10year
- Page Program: (2K + 128) words B Command Register Operation
- Block Erase: (128K + 8K) words B Number of partial program cycles in the same page (NOP) : 4
B Page Read Operation B Automatic Page 0 Read at Power-Up Option
- Random Read: 25us (Max.) - Boot from NAND support
- Read Cycle: 25ns - Automatic Memory Download
B Write Cycle Time B Cache Program Operation for High Performance Program
- Page Program Time: 400us (Typ.) B Cache Read Operation
700us (Max.) B Copy-Back Operation
- Block Erase Time: 3 ms (Typ.) B EDO mode
10ms (Max.) B Page copy
ORDERING INFORMATION
Product ID Speed Package Comments
F59L4G161KA -25BCAG2R | 25 ns 67 ball BGA Pb-free

GENERAL DESCRIPTION

The device has 2176-words static registers which allow program and read data to be transferred between the register and the memory
cell array in 2176-words increments. The Erase operation is implemented in a single block unit (128Kwords + 8Kwords).

The device is a memory device which utilizes the I/O pins for both address and data input/output as well as command inputs. The
Erase and Program operations are automatically executed making the device most suitable for applications such as solid state file
storage, voice recording, image file memory for still cameras and other systems which require high density non-volatile memory data
storage.
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ESMT (Preliminary) F59L4G161KA (2R)

BALL CONFIGURATION (TOP VIEW)

(BGA 67 Ball, 6.5mmx8mmx1.0mm Body, 0.8mm Ball Pitch)
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ESMT

(Preliminary) FS9L4G161KA (2R)

BALL NAMES
Ball Name Type Function
Vee Supply NAND Power Supply
Vss Supply Ground
Data inputs/outputs: The I/O pins are used to input command, address and data, and to
1/00 to 1/015 Input/output | output data during read operations. The I/O pins float to high-z when the chip is deselected or
when the outputs are disabled.
Address latch enable: The ALE input controls the activating path for addresses sent to the
ALE Input internal address registers. Addresses are latched into the address register through the 1/0
ports on the rising edge of WE# with ALE high.
Command latch enable: The CLE input controls the activating path for commands sent to the
CLE Input internal command registers. Commands are latched into the command register through the 1/0
ports on the rising edge of the WE# signal with CLE high.
Chip enable: The CE# input is the device selection control. When the device is in the Busy
CE# Inout state, CE# high is ignored, and the device does not return to standby mode in program or
P erase operation. Regarding CE# control during read operation, refer to 'Page read’ section of
Device operation.
Read enable: The RE# input is the serial data-out control, and when active low, it drives the
RE# Input data onto the 1/O bus. Data is valid after trea Of rising edge & falling edge of RE# which also
increments the internal column address counter by one.
WE# Input Write enable: The WE# input controls writes to the 1/O ports. Commands, address and data
P are latched on the rising edge of the WE# pulse.
WP# Inout Write protect: The WP# pin provides inadvertent write/erase protection during power
P transitions. The internal high voltage generator is reset when the WP# pin is active low.
Ready/busy: The R/B# output indicates the status of the device operation. When low, it
R/B# Outout indicates that a program, erase or random read operation is in progress and returns to high
p state upon completion. It is an open drain output and does not float to high-z condition when
the chip is deselected or when outputs are disabled.
NC - No connect: Lead is not internally connected.

NOTE: Connect all Vcc and Vss pins of each device to common power supply outputs. Do not leave Vcc or Vss disconnected.
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ESMT (Preliminary) F59L4G161KA (2R)

Block Diagram
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ESMT (Preliminary) F59L4G161KA (2R)

Definitions and Abbreviations

LSB
Acronym for the least significant bit.

Address
The address is comprised of a column address 2 cycles and a row address with 3 cycles. The row address identifies the
page, block, and LUN to be accessed. The column address identifies the word within a page to access.

Column
The word location within the page register.

Row
Refer to the block and page to be accessed.

Page
The smallest addressable unit for the Read and the Program operations.

Block
Consists of multiple pages and is the smallest unit for the Erase operation.

Page register
Register used to transfer data to and from the Flash Array.

Cache register
Register used to transfer data to and from the Host.

Defect area
The defect area is where the factory defects are marked by the manufacturer. It is a reference for initial invalid block(s).

Device
The packaged NAND unit. A device may contain more than a target.

LUN (Logical Unit Number)
The minimum unit that can independently execute commands and report status. There are one or more LUNs per CE#.

Target
An independent NAND Flash component with its own CE# signal.

SR[x] (Status Read)
SR refers to the status register contained within a particular LUN. SR[X] refers to bit x in the status register for the
associated LUN.

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
Revision: 0.2 5/43



ESMT (Preliminary) F59L4G161KA (2R)

Absolute Maximum Rating

Parameter Symbol Rating Unit
Vce -0.6 to +4.6
Voltage on any pin relative to Vss ViN -0.6t0 +4.6 \%
Viio -0.6 to Vcc+0.3(<4.6V)
Short Circuit Current los 5 mA

Note: Permanent device damage may occur if ABSOLUTE MAXIMUM RATINGS are exceeded. Functional operation should be
restricted to the conditions as detailed in the operational sections of this data sheet. Exposure to absolute maximum rating conditions
for extended periods may affect reliability.

Operating Temperature Condition

Parameter Symbol Rating Unit
Operating Temperature Range Toper 0to +70 °C
Soldering Temperature (10s) TsoLpber 260 °C
Storage Temperature Tste -55to0 +125 °C

Note:

1. Operating Temperature Toper iS the case surface temperature on the center/top side of the NAND.
2. Operating Temperature Range specifies the temperatures where all NAND specifications will be supported. During operation, the
NAND case temperature must be maintained between the range specified in the table under all operating conditions.

Recommended Operating Conditions
(Voltage reference to GND, Ta= 0 to 70°C)

Parameter Symbol Min Typ. Max Unit
Supply Voltage Vce 2.7 3.3 3.6 \%
High Level Input Voltage ViH 0.8 Vcc - Vee +0.3
Low Level Input Voltage Vi -0.3 - 0.2 Vce
Ground Voltage Vss 0 0 0 \%
Valid Blocks
Parameter Symbol Min Typ. Max Unit
F59L4G161KA (2R) NVB 2,008 - 2,048 Block
Note:

1. The device may include initial invalid blocks when first shipped. The number of valid blocks is presented as first shipped. Invalid
blocks are defined as blocks that contain one or more bad bits which cause status failure during program and erase operation.
Do not erase or program factory-marked bad blocks. Refer to the attached technical notes for appropriate management of initial
invalid blocks.

2. The 1st block, which is placed on 00h block address, is guaranteed to be a valid block at the time of shipment.
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F59L4G161KA (2

R)

DC Operation Characteristics
(Recommended operating conditions otherwise noted)

Parameter Symbol Test Conditions Min Typ. Max Unit
Page Read .
) ) |cc1 CE# = V||_, lout = 0, trc = tRc(mln) - 15
. with Serial Access
Operating 30
Current Program lccz - - 15 mA
Erase lccs - - 15
Stand-by Current (TTL) lsg1 CE# = V|4, WP# = OV/Vcc - - 1
Stand-by Current (CMOS) Ise2 CE# = Vcc-0.2, WP# = 0V/Vcc - 10 50
Input Leakage Current Iy Vin= 010 Vcc (max) - - +/-10
Output Leakage Current ILo Vour =010 Vce (max) - - +/-10 UA
Output High Voltage Level VoH lon = -400uA 2.4 - -
Output Low Voltage Level VoL lo,=2.1mA - - 0.4
Output Low Current (R/B#) loL (R/B#) | VoL=0.4V 8 10 - mA
Note :
1. Typical value are measured at Vcc = 3.3V, Ta= 25°C. Not 100% tested.
2. lcc1 and lcc2 are without data cache.
3. lcc, lece, lecs, and sz are the values of one chip.
Capacitance
(Ta=25°C, Vcc = 3.3V, f = 1.0MHz)
ltem Symbol Test Condition Min Max Unit
Input/Output Capacitance Coo Vour= 0V - 10 pF
Input Capacitance Cin Vin= 0V - 10 pF

Note: Capacitance is periodically sampled and not 100% tested.
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ESMT (Preliminary) F59L4G161KA (2R)

Ready/Busy

R/B# represents the status of the selected target. R/B# goes busy when only a single LUN is busy while rest of LUNs on the same
target are idle.
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ESMT (Preliminary) F59L4G161KA (2R)

Write Protect

When WP# is enabled, Flash array is blocked from any program and erase operations. This signal shall only transitioned when a target
is idle. The host shall be allowed to issue a new command after tww once WP# is enabled. Figures below describes the tww timing
requirement, shown with the start of a Program command and the start of a Erase command.

1. Enable Mode
WE# ! I I_H_I |

DQ[7:0] E 80h 10h

WP#
' tww L Min.100ns

2. Disable Mode

WE# 5 I I_H_I |
DQ[7:0] : 80h 10h
WP# :

—
¢\ tww 1min.100ns

Write Protect timing requirements of the Program operation

1. Enable Mode
WE# y | l_—"_‘l l

DQ[7:0] 60h DOh

WP#
—
tww | mMin.100ns

2. Disable Mode

WE# i | l_H_| l
DQ[7:0] : 60h DOh
WP# '

-
¢ tww :min.100ns

Write Protect timing requirements of the Erase operation
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F59L4G161KA (2R)

Memory Organization

Addressing

There are two address types used: the column address and the row address. The column address is used to access words within a
page, i.e. the column address is the word offset into the page. The row address is used to address pages, blocks, and LUNs.

When both the column and row addresses are required to be issued, the column address is always issued first in one or more 8-bit
address cycles. The row addresses follow in one or more 8-bit address cycles. There are some functions that may require only row

addresses, such as Block Erase. In this case the column addresses shall not be issued.

For both column and row addresses, the first address cycle always contains the least significant bits and the last cycle always contains
the most significant bits. If there are bits in the most significant cycles of the column and row addresses that are not used, then they are

required to be cleared to zero.

/

-

< 4 < 4 42 4 4 4 4 4 44

/ 1 Block = 64 Pages

2048 Blocks
¥~ 16 bits
~~— 2048 Words_—" 128 Words
Page Register |_:- NN :-L:- P |/OO - |/015
S~ 2176 Words —
Array Address
1/00 /101 /102 1/103 1104 1/105 1/06 /107 1/08~1/015 | Address

1* cycle Ao A Az As A As As A L Column Address
2" cycle As Ag Ao A *L *L *L *L *L Column Address
3rd cycle A1 Ais A1 Ais Ais A17 Aig A1g *L Row Address
4" cycle Ao As Az Azs Az Ass Ass As7 *L Row Address
5" cycle Az *L *L *L *L *L *L *L *L Row Address

Note:
Column address: Starting Address of the Register.

2. *L must be set to ‘Low’
3. The device ignores any additional input of address cycles than required.
4.  Ap~Aq7 are for Page Address, A1g~Azg are for Block Address.

Elite Semiconductor Memory Technology Inc.
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ESMT (Preliminary) F59L4G161KA (2R)

Addressing for Program Operation

Within a block, the pages must be programmed consecutively from the LSB (least significant bit) page of the block to MSB (most
significant bit) pages of the block. Random page address programming is prohibited. In this case, the definition of LSB page is the LSB
among the pages to be programmed. Therefore, LSB page doesn’t need to be page 0.

Page 63 (64) Page 63 (64)
Page 31 (32) Page 31 Q)
Page 2 (3) Page 2 3
Page 1 (2) Page 1 (32)
Page 0 (1) Page 0 (2)
h h A A h A
Data register Data register
From the LSB page to MSB page Ex.) Random page program (Prohibition)
DATA IN: Data (1) — Data (64) DATA IN: Data (1) — Data (64)
Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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ESMT (Preliminary) F59L4G161KA (2R)

Factory Defect Mapping and Error Management

Mask Out Initial Invalid Block(s)

Initial invalid blocks are defined as blocks that contain one or more initial invalid bits whose reliability is not guaranteed. The information
regarding the initial invalid block(s) is called the initial invalid block information. Devices with initial invalid block(s) have the same
quality level as devices with all valid blocks and have the same AC and DC characteristics. An initial invalid block(s) does not affect the
performance of valid block(s) because it is isolated from the bit line and the common source line by a select transistor. The system
design must be able to mask out the initial invalid block(s) via address mapping.

Identifying Initial Invalid Block(s) and Block Replacement Management

If a block is defective, the manufacturer shall mark as defective by setting the Defective Block Marking, as shown in figure, of the first or
second page of the defective block to a value of non-FFh. The Defective Block Marking is located on the first word of spare data area in
the pages within a block.

The host shall not erase or program blocks marked as defective by the manufacturer, and any attempt to do so yields indeterminate
results. Figure below outlines the flow chart how to create an initial invalid block table. It should be performed by the host to create the
initial invalid block table prior to performing any erase or programming operations on the target. All pages in non-defective blocks are
read FFh with ECC enabled on the controller. A defective block is indicated by the majority of bits being read non-FFh in the Defective
Block Marking location of either the first page or second page of the block. The host shall check the Defective Block Marking location of
both the first and second page of each block to verify the block is valid prior to any erase or program operations on that block.

Over the lifetime use of a NAND device, the Defective Block Marking of defective blocks may encounter read disturbs that cause bit
changes. The initial defect marks by the manufacturer may change value over the lifetime of the device, and are expected to be read
by the host and used to create a bad block table during initial use of the part.

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
Revision: 0.2 12/43



ESMT (Preliminary) F59L4G161KA (2R)

)

A 4

|Set Block Address=0 |

Increase

Block >

Address
Create Initial Check Check “FFFFh” at the 1st Word column
Invalid Block "EEFEh"? address in the spare area of the 1st and 2nd
Table page in the block.

Algorithm for Bad Block Scanning

For (i=0; i<Num_of_LUs; i++)
For (j=0; j<Blocks_Per_LU; j++)
Defect_Block_Found=False;
Read_Page(lu=i, block=j, page=0);
If (Data[coloumn=First_Word_of_Spare_Area]!=FFFFh) Defect_Block_Found=True;

Read_Page(lu=i, block=j, page=1);
If (Data[coloumn=First_Word_of_Spare_Area]!'=FFFFh) Defect_Block_Found=True;

If (Defect_Block_Found) Mark_Block_as_Defective(lu=i, block=j);

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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Errors in Write or Read Operation

Within its lifetime, additional invalid blocks may develop with NAND Flash memory. Refer to the qualification report for the actual data.
The following possible failure modes should be considered to implement a highly reliable system. In the case of status read failure after
erase or program, block replacement should be done. Because program status fail during a page program does not affect the data of
the other pages in the same block, block replacement can be executed with a page-sized buffer by finding an erased empty block and
reprogramming the current target data and copying the rest of the replaced block. In case of Read, ECC must be employed. To improve
the efficiency of memory space, it is recommended that the read or verification failure due to single bit error be reclaimed by ECC
without any block replacement. The additional block failure rate does not include those reclaimed blocks.

Failure Mode

Detection and Countermeasure Sequence

Erase failure

Read Status after Erase = Block Replacement

Write

Program failure

Read Status after Program > Block Replacement

Read

Up to 8 bits failure

Verify ECC = ECC Correction

Note: Error Correcting Code - RS Code or BCH Code etc.

Example: 8bit correction / 256Words

Elite Semiconductor Memory Technology Inc.
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Start
Write
80h No
‘ 1/106=1? or
¢ R/B#=1?

Write
Address

v

l Yes
Write No
Data _} Program Error
Yes I
Write
10h

¢ Program Mark Bad Block
Read ‘Status Completed & Replace Block
Register

v |

Program Flow Chart

Start

¢ No
Write ‘

60h

v

Write Block Yes
Address

¢ No
Write _} Erase Error

DOh

v

Read
Status
Erase

Register Mark Bad'Block

¢ Completed

1/06=17?
or
R/B#=1?

Yes

Erase Flow Chart
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Start

v

Write ECC Generation
00h

v

Write Yes
Address

¢ No
Write _> Reclaim the Error

30h

v

Read
Data

Yes

Page Read
¢ Completed

Read Flow Chart

Block A

1st

(n-l)th

nth — An error occurs.

page @

Block B

Buffer memory of the controller

* Step 1
1~St When an error happens in the nth page of the Block ‘A" during erase or program
Dth operation.
(n-1)t * Step 2

Copy the data in the 1st ~ (n-1)th page to the same location of another free
block. (Block 'B)
* Step 3
Then, copy the nth page data of the Block 'A' in the buffer memory to the nth
page of the Block 'B'
page * Step 4
Do not erase or program to Block 'A' by creating an ‘invalid block' table or other
appropriate scheme.

nth —| An error occurs.

Block Replacement

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
Revision: 0.2 16/43



ESMT (Preliminary) F59L4G161KA (2R)

Function Description

Discovery and Initialization

The device is designed to offer protection from any involuntary program/erase during power transitions. An internal voltage detector
disables all functions whenever Vcc is below about 2.3V. Max busy time is 5ms after Power-On Reset. During busy time of resetting,
the acceptable command is the Read Status (70h).

WP# provides hardware protection and is recommended to be kept at V. during power up and power down. The two step command
sequence for program/erase provides additional protection. Figure below defines the Initialization behavior and timings.

Data Protection and Power On Sequence
The timing sequence shown in the figure below is necessary for the power-on/off sequence.

The device internal initialization starts after the power supply reaches an appropriate level in the power on sequence. During the
initialization the device R/B# signal indicates the Busy state as shown in the figure below. In this time period, the acceptable commands
are 70h.

The WP# signal is useful for protecting against data corruption at power on/off.

23V 1y 2.3V
Vio | |

W

T

. . _ LY
Don't care 3 ms max Operation
Wi \'ZH— ——————— I S gl g A SRy gL >

[nvalid
R :—‘ Don't care —t
L
e » '
100 us
AC Waveforms for Power Transition
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ESMT (Preliminary) F59L4G161KA (2R)

Mode Selection

SDR
CLE ALE CE# WEH# RE# WP# Mode
H L L |1 H X Command Input
Read Mode
L H L |1 H X Address Input (5 clock)
H L L |1 H H Command Input
Write Mode
L H L |1 H H Address Input (5 clock)
L L L |1 H H Data Input
L L L H v X Data Output
X X X X H X During Read (Busy)
X X X X X H During Program (Busy)
X X X X X H During Erase (Busy)
X x® X X X L Write Protect
X X H X X OVIVec® | Stand-by
Note :

1. Xcanbe V or V.
2. WP# should be biased to CMOS high or CMOS low for standby.

AC Test Condition
(Ta= 0 to 70°C, Vce= 2.7V ~ 3.6V)

Parameter Single-ended signaling
Input Pulse 0to Vce

Input Rise and Fall Times 5ns

Input and Output Timing Levels Veel2

Output Load* CL(50pF) and 1TTL

Note: Refer to Ready/Busy, R/B# output’'s Busy to Ready time is decided by the pull-up resistor (Rp) tied to the R/B# pin.

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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ESMT (Preliminary) F59L4G161KA (2R)

Read / Program / Erase Characteristics

(Ta=0to 70°C, Vcc= 2.7V ~ 3.6V)

Parameter Symbol Min Typ Max Unit
Data Transfer from Cell to Register tr - - 25 us
Program Time trroG - 400 700 us
Last Page Program Time tLprOG 800 1400 us
Dummy Busy Time for Cache Operation teesy - 3 750 us
Number of Partial Program Cycles in the Same Page NOP - - 4 cycle
Block Erase Time tBERS - 3 10 ms
Data Cache Busy Time in Write Cache (following 15h) tocesyw2 - - 700 us
Note:

1. Typical program time is defined as the time within which more than 50% of the whole pages are programmed at 3.3V Vcc and
25°C temperature.

2. tcesy max. time depends on timing between internal program completion and data-in.

3. tocesywz depends on the timing between internal programming time and data in time.

4. tieroc=teroc(last page) + tproc(last-1 page) — Command load time(last page) — Address load time(last page)-Data load time(last

page)

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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AC Timing Characteristics

SDR (V¢ = 2.7~3.6V)

Parameter Symbol Min Max Unit

CLE Setup Time ters™ 12 - ns
CLE Hold Time teLn 5 - ns
CE# Setup Time tes™ 20 - ns
CE# Hold Time tcH 5 - ns
WE# Pulse Width twp 12 - ns
ALE Setup Time tas™ 12 - ns
ALE Hold Time tALH 5 - ns
Data Setup Time tos™ 12 - ns
Data Hold Time ton 5 - ns
Write Cycle Time twe 25 - ns
WE# High Hold Time twH 10 - ns
Address to Data Loading Time tap @ 70 - ns
Data Transfer from Cell to Register tr - 25 us
ALE to RE# Delay tar 10 - ns
CLE to RE# Delay teLr 10 - ns
Ready to RE# Low trr 20 - ns
Ready to WE# Falling Edge trRw 20 ns
RE# Pulse Width trp 12 - ns
WE# High to Busy twe - 100 ns
WP# Low to WE# Low (disable mode)

tww 100 - ns
WP# High to WE# Low (enable mode)
Read Cycle Time tre 25 - ns
CE# Low to RE# Low tcr 9 - ns
RE# Access Time trea - 20 ns
CE# Access Time tcea - 25 ns
RE# High to Output Hi-Z trHZ - 100 ns
CE# High to Output Hi-Z tchz - 30 ns
CLE High to Output Hi-Z teLhz - 30 ns
RE# High to Output Hold trHOH 15 - ns
RE# Low to Output Hold trLOH 5 ns
CE# High to Output Hold tcon 15 ns
RE# High Hold Time trReH 10 - ns
Output Hi-Z to RE# Low tir 0 - ns
RE# High to WE# Low tRHW 100 - ns
WE# High to CE# Low twHc 30 ns

Elite Semiconductor Memory Technology Inc.
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ESMT (Preliminary) F59L4G161KA (2R)

SDR (V¢c = 2.7~3.6V)- continued

Parameter Symbol Min Max Unit
WE# High to RE# Low (Read Status) twHr1 60 - ns
WE# High to RE# Low (Column Address Change in Read) twHr2 60 - ns
Ready - 5 us
Device Resetting | Read ; - ° us
Time during... Program RST _ 10 us
Erase - 250 us
Data Cache Busy in Read Cache (following 31h and 3Fh) tbcesyr1 30 us
Data Cache Busy in Page Copy (following 3Ah) tocasyr2 30 us

Note:

1. The transition of the corresponding control pins must occur only once while WE# is held low.
2. tapL is the time from the WE rising edge of final address cycle to the WE# rising edge of first data cycle.
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General Timing

CE bar = CE#
WE bar = WE#
RE bar = RE#
R/ B bar = R/B#

Command/Address/Data Latch Timing

CLE
ALE

CE#

Setup Time . :Hold Tim§

WE#

tos toH

I/0

fesd - Vimor Vi
Command/Address/Data Latch Timing

Command Input Cycle

CLE

CE#

/‘/ tes | feH \}\

tcs

) N,

WE#

ALE

twp
L

%\ taLs tALH J/ ////// //////

toH

s - Vg or Vi

Command Input Cycle Timing
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Address Input Cycle

teLn
3 teLs .
CLE %x "
< tCS n
¢ fwe >|e twe —fe—twc —ple— twc —» g e
CE# x:fﬁ
A
Jlwp _twe twp twe twp
WE# N At N [t N [ twe N twn )
taLH tatH tan EALH 4 taLH
«— tas —le |<—tALs — |<— tals —» |<—tA|_s —>«[ |<—'[A|_s >
i i )
tos |ton tos | ton tos | ton tbs | tpH tos [ ton

I/Ox

Address Input Cycle Timing

Data Input Cycle

' tcLs teLn
= 7 12
) tcs ten tes ten
~ < < >|
ce ///%/L ) % J
Tt
. taLs tain

N
\

ne YD,

twe twH twp twp

WE#

o

Note: DINF means the Final Data Input.

Data Input Cycle Timing
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Data Output Cycle

ter tre
% AN
trp trReH trp trp /ti'ﬂ
L L ——
RE# trRHzZ trHz tRHz
treA &> trReA <>
tCEA 2 trHOH trea tRHOH %7 tRHOH
= \ N i tcea
/0 —
trRR ]
<>
R/B# "
% :VigorVye
Data Output Cycle Timing
Basic Data Output
CLE teLs2 teH L
< |

Ton
tCR rd Hﬁ
CE# ?\9 Zﬁ ,-:"f':,a |

N
WE# tchz \
<> — | tan
g S
ALE teLhz /jﬁ
tre tReA trRHZ
trp trREH tRp trp trRHOH
RE# — u
——> t t
tRLOH S|  trea \DS DH,
trea ©f trLOH
——
I/0 Dout Dout \—Command
trp t T
i RHOH
n
R/B#

Basic Data Output Timing
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Read ID

tan | tas

ALE

RE# toH
tos trEA trEA tReA trEA trea

10 — s0n L oon ) <_>\/_\ T\
9oh —— 0on) S W

Address Maker code Device code

~—

Read ID Operation Timing

Status Read Cycle

telr
CLE fotos o
| N7
teLn
CE# = Lex
\ / 2N i
| tWP, tc|—|7 tcea tchz
WE# J
twhe
twHR1 trrz
<>
RE#
tos | tow tir . tRHO?
trea Status
/0 70h W ) output |/
R/B# /
?ﬁj Vi or Vi
Status Read Cycle Timing
Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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Page Read Operation

CLEJ—\}\ Ko
tCLS tCLH /1 tCLS %
<>
tcs tCH tCS tCLH
w« % B B B B oS
twe
wer | L L \ [ \J Y, \
¢ taLH
ALS
<tAi>|H S tas
ALE
R trRe
<>
tos | ton tos|ton tbs|toH tobs|ton tos|ton  tos|toH tos| t <+ lcea
ps| tbH tRR| <o

<> < ©le &l
tReA Dout
RA RA RA 30h ‘,3‘“ m

Data out from
Column Address Col. Add. N

Page Read Operation Timing

Page Program Operation

cte _/ '\ / N W
\

CE#
twe twe tWS.
WE# /
tapL trroG
h OS|le—>
WB t
AE [/ \ >R
RE# LJ_

Col Col Row Row Row Lot
I/OX Add1 Add? Adrﬂ Add? Add3 r

Serial data Column Row Address 1 up tom Byte ~ Program Read Status
Input Command Address Serial input Command Command
R/B# |
H 1/00=0 Successful Program
1/00=1 Error in Program
Page Program Operation
Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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Command Description and Device Operation

Command Sets

Function 1% Cycle 2" Cycle Acceptable Command during Busy

Read 00h 30h

Read for Copy-Back 00h 35h

Read ID 90h -

Reset FFh - @)
Page Program 80h 10h

Copy-Back Program 85h 10h

Block Erase 60h DOh

Random Data Input™® 85h -

Random Data Output®® 05h EOh

Read Status 70h - 0]
Cache Program 80h 15h

Cache Read 31lh -

Read Start for Last Page Cache Read 3Fh -

Read for Page Copy with Data Out 00h 3Ah

Auto Program with Data Cache during Page Copy 8Ch 15h

Auto Program for last page during Page Copy 8Ch 10h

Note:

1. Random Data Input/Output can be executed in a page.

Elite Semiconductor Memory Technology Inc.
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Operations

Page Read Operation

The Page Read function reads a page of data identified by row address for the selected LUN. The page of data is made available to be
read from the page register starting at the specified column address. Figure below defines the Page Read behavior and timings.

Reading beyond the end of a page results in indeterminate values being returned to the host.

cer 7| | M, H M |

CLE ! |_|

)1
«
ALE —I |

WE#

v

R/B# ¥ | < = |

I/Ox @ Address(5cycles) 30h ) [ Data Output( Serial Access) ]—

Col.Add.1,2 & Row Add.1,2,3

(00h Command)
h Data Field
—
' =
Spare Field
[ [ I |

L 'll |

Page Read Operation Timing

Elite Semiconductor Memory Technology Inc.
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The Random Data Output function changes the column address from which data is being read in the page register for the selected LUN.
The Random Data Output command shall only be issued when LUN is in a read idle condition. Figure below defines the Random Data

Output behavior and timings. The host shall not read data from the LUN until twnr(ns) after the second command (i.e. EOh) is written to
the LUN.

RE# SR
«— |

R/B# R |

1/Ox Address 5 cycles ]{ 30h > [ Data Output( Serial Access) ]—l—

Col.Add.1,2 & Row Add.1,2,3 IJ]_-;

| S

A
A 4

Data Field

! o
Spare Field

[ Y| | | |
L Ll

l
RE# 1 .
I
R/B# |
I/Ox @@@ EOh [ Data Output( Serial Access) ]—
|J1'; Col.Add.1.2
|
h Data Field -
' o
Spare Field
o [ 1]
Random Data Output in a Page Timing
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Cache Read Operation

Cache Read is an extension of Page Read, and is available only within a block. The normal Page Read command (00h-30h) is always
issued before invoking Cache Read. After issuing the Cache Read command (31h), read data of the designated page (page N) are
transferred from data registers to cache registers in a short time period of tocesyri, and then data of the next page (page N+1) is
transferred to data registers while the data in the cache registers are being read out. Host controller can retrieve continuous data and
achieve fast read performance by iterating Cache Read operation. The Read Start for Last Page Cache Read command (3Fh) is used
to complete data transfer from memory cells to data registers.

CLE_/_\ /_\ /_\ /_\ /_\
cev \AARAAARA Z2\ AR A AL A AL A

wer [N U \l

Column 0 Dout page Address N the Final Col.Dout  Page Address N +1 Page Address N +2
Data Cache @@I:I @@ eN [—————— ———">PageN+1 1 c——> PageN+2
Paae Buffer @ @ CPagENzr—]
Ce” Page N e Page N +1 s
Array @ Page N + 27
30h 31h & #RE clock 31h & #RE clock 3Fh & #RE clock

Cache Read Operation Timing

If the 31h command is issued to the device, the data content of the next page is transferred to the Page Buffer during serial data out
from the Data Cache, and therefore the tr (Data transfer from memory cell to data register) will be reduced.

1. Normal read. Data is transferred from Page N to Data cache through Page Buffer. During this time period, the device outputs
Busy state for tr max.

2. After the Ready/Busy returns to Ready, 31h command is issued and data is transferred to Data Cache from Page Buffer again.
This data transfer takes tpcesyr1 max and the completion of this time period can be deleted by Ready/Busy signal.

3. Data of Page N + 1 is transferred to Page Buffer from cell while the data of Page N in Data Cache can be read out by /RE clock
simultaneously.

4. The 31h command makes data of Page N + 1 transfer to Data Cache from Page Buffer after the completion of the transfer from
cell to Page Buffer. The device outputs Busy state for tpcesyr: Mmax.. This Busy period depends on the combination of the internal
data transfer time from cell to Page Buffer and the serial data out time.

5. Data of Page N + 2 is transferred to Page Buffer from cell while the data of Page N + 1 in Data Cache can be read out by /RE
clock simultaneously.

6. The 3Fh command makes the data of Page N + 2 transfer to the Data Cache from the Page Buffer after the completion of the
transfer from cell to Page Buffer. The device outputs Busy state for tpcesyr1 max.. This Busy period depends on the combination
of the internal data transfer time from cell to Page Buffer and the serial data out time.

7. Data of Page N + 2 in Data Cache can be read out, but since the 3Fh command dose not transfer the data from the memory cell
to Page Buffer, the device can accept new command input immediately after the completion of serial data out.

Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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Page Program Operation

The device is programmed basically on a page basis, and each page shall be programmed only one before being erased. The
addressing order shall be sequential within a block. The contents of the page register are programmed into the Flash array specified by
row address. After teroc program time, the R/B# de-asserts to ready state. Read Status command (70h) can be issued right after
10h.Figure below defines the Page Program behavior and timings. Writing beyond the end of the page register is undefined.

R/B# trroG
L (o | on | "0
110 —[ 80h HAddress & Data Input 10h 70h 1100 >
X il I Gl [
Pass
Col. Add. 1,2 & Row Add.1,2,3 wqn
Data l

Fail

Program & Read Status Operation Timing

The device supports random data input in a page. The column address for the next data, which will be written, may be changed to the
address using Random Data Input command (i.e. 85h). Random data input may be operated multiple times without limitation.

RiB# teroG

Address & 85h Address & _‘ 10h ]
VOx ‘[ 80h HDataInput]‘[ HDataInput J
Col. Add. 1,2 & RowAdd.1,2,3 Col. Add. 1,2
Data Data

Fail

Random Data Input in a Page Timing
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Cache Program Operation

The Cache Program function allows the host to write the next data for another page to the page register while a page of data to be
programmed to the Flash array for the selected LUN. When command 15h is issued, R/B# returns high (i.e. ready) when a cache
register is ready to be written after data in the cache register is transferred to a page register. However, when command 10h is issued
for the final page, R/B# turns to high after outstanding program operation performed by previous Cache Program command and the
program operation for the final page is completed. SR[0] is valid for this command after SR[5] transitions from zero to one until the next
transition. SR[1] is valid for this command after SR[6] transitions from zero to one, and it is invalid after the first Cache Program
command completion since there is no previous Cache Program operation. Cache Program operation shall work only within a block.
Figure below defines the Cache Program behavior and timings. Note that t proc at the end of the caching operation may be longer than

typical as this time also includes completing the programming operation for the previous page. Writing beyond the end of the page
register is undefined.

| teasy. leesy |
R/B# | e T
- M .
I/OXH 80h HAddress& Data Input 15h 80h —[Address& Data Input]—m—,—y

| Col. Add. 1,2 & Row Add.1,2,3 Col. Add. 1,2 & Row Add.1,2,3 :

Max.63 times repeatable

R/B#

tLPrROG

|
|
|
1/0x —H 80h ]—[Address& Data Input]—[ 10h }
Col. Add. 1,2 & Row Add.1,2,3

Last Page Input and Program

Cache Program Operation Timing

Block Erase Operation

The Block Erase operation is done on a block basis. Only three cycles of row addresses are required for Block Erase operation and a
page address within the cycles is ignored while block address are valid. After Block Erase operation passes, all bits in the block shall be
set to one. SR[0] is valid for this command after SR[6] transitions from zero to one (i.e. the selected LUN is ready) until the LUN goes in
busy state by a next command. Figure below defines the Block Erase behavior and timings.

R/B# | teers |
I/Ox —[ 60h ]—[ Address Input H DOh ]
Row Add.1.2.3
Block Erase Operation Timing
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Copy-Back Program Operation

The Copy-Back Program with Read for Copy-Back is configured to efficiently rewrite data stored in a page without data re-loading
when no error within the page is found. Since the time consuming re-loading cycles are removed, copy-back operation helps the
system performance improve. The benefit is especially obvious when a part of a block is updated and the rest of the block also needs
to be copied to the newly assigned free block. A read operation with "35h" command and the address of the source page moves the
whole 2,176-word data into the internal data buffer. A bit error is checked by sequential reading the data output. In the case where there
is no bit error, the data do not need to be reloaded. Therefore Copy-Back program operation is initiated by issuing Page-Copy
Data-Input command (85h) with destination page address. Actual programming operation begins after Program Confirm command
(10h) is issued. Once the program process starts, the Read Status Register command (70h) may be entered to read the status register.
The system controller can detect the completion of a program cycle by monitoring the R/B output, or the Status bit(l/O 6) of the Status
Register. When the Copy-Back Program is complete, the Write Status bit(I/0O 0) may be checked. The Copy-Back operation consists of
Read for Copy-Back and Copy-Back Program. A host reads a page of data from a source page using Read for Copy-Back and copies
read data back to a destination page on the same LUN by Copy-Back Program command.

R/B# e .

Address = Address
1/Ox 00h 5Cycles H 35h ]—[ Data c(‘)iutput 85h 5Cycles

Col. Add. 1,2 & Row Add. 1,2,3 Col. Add. 1,2 & Row Add. 1,2,3
Source Address Destination Address

Page Copy-Back Program Operation Timing

After a host completes to read data from a page register, the host may modify data using Random Data Input command if required.
Figure below defines Copy-Back Program with Random Data Input behavior and timings.

|
R/B# R :

Address Y Address .
110x% 00h 5Cycles H 35h ]—[Data c;iutput H 85hH 5Cycles ]—[ DataRInput

Col. Add. 1,2 & Row Add. 1,2,3 Col. Add. 1,2 & Row Add. 1,2,3
Source Address Destination Address

[_'I
[

))
| L1
wox o esh 1 di: clos H Data lnput |

| it
-1 Col. Add.1,2
| 1
iy o S o the > Falil

There is no limitation for the
Number of repetition
Page Copy-Back Program Operation with Random Data Input
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Read ID

CE# X
clF _# X
<~ r —>
AlF
WE# 7 A toea
—>| | € < trc —>|
RE# ! I\ VeV o
ox —9oh ) (ooh ) 1st cve, —(2nd cyc)—(3rd cyc)—(4th cyc)—(5th cyc)—
Read ID Command Address lcycle Maker Code. Device Code.

Read ID Timing

Read ID (00h Address ID Cycle)

Users can read six bytes of ID containing manufacturer code, device code and architecture information of the target by command 90h
followed by 00h address. The command register remains in Read ID mode until another command is issued.

Description X16 device
1% Byte Maker Code csh
2" Byte Device Code ACh
3" Byte Internal Chip Number, Cell Type, etc 80h
4" Byte Page Size, Block Size, etc 1Ah
5" Byte Plane Number, ECC Level 30h
Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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2" ID Data
Item Description DQ7 | DQ6 | DQ5 | DQ4 | DQ3 | DQ2 | DQ1 | DQO
1Gb 0 0 0 1
2Gb 1 0 1 0
Density 4Gb 1 1 0 0
8Gb 0 0 1 1
16Gb 0 1 0 1
1.8V 0 1
Voltage
3.3V 1 0
SPI 0 0
Interface X8 0 1
X16 1 0
3" ID Data
Item Description DQ7 DQ6 DQ5 DQ4 | DQ3 | DQ2 | DQ1 DQO
1 0 0
. 2 0 1
Internal Chip Number 4 1 0
8 1 1
2 Level Cell 0 0
4 Level Cell 0 1
Cell Type 8 Level Cell 1 0
16 Level Cell 1 1
Number of 1 0 0
. 2 0 1
Simultaneously 4 1 0
Programmed Pages 8 1 1
Interleave Program Not Support 0
Between Multiple Chips Support 1
Not S t 0
Cache Program OSupl;:;F:?r 1

Elite Semiconductor Memory Technology Inc.
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4™ |D Data

Iltem

Description

DQ7

DQ6

DQ5

DQ4

DQ3

DQ2

DQ1

DQO

Page Size
(w/o redundant area)

1KB
2KB
4KB
8KB

= = OO

= O+ O

Block Size
(w/o redundant area)

128KB

256KB

512KB

1MB

Reserved
Reserved
Reserved
Reserved

P PP, P OOOO

P P,POOPFRPF OO

P OPFP,r OPFr OFr o

Redundant Area Size
(Byte / Page Size)

Reserved
128B
224B
400B
436B
512B
640B

1KB

P P PP OOOO

P P,POOPFRPF OO

P OPFP,r OFr OFr O

5" ID Data

Iltem

Description

DQ7

DQ6

DQ5

DQ4

DQ3

DQ2

DQ1

DQO

Plane Number

1
2
4
8
16

B PP OO

Rk ORrRO

= O O O O

ECC Level

1bit
2bit
4bit
8bit
12bit
24bit
40bit
60bit

P, PP OOORO

PP OORFREFR OO

R OPFr, OFr O Fr o

Reserved

Reserved

Elite Semiconductor Memory Technology Inc.

Publication Date: Jan. 2020
Revision: 0.2

36/43




ESMT (Preliminary) F59L4G161KA (2R)

Read Status

The Read Status function (command 70h) retrieves a status value for the last operation issued in the case of one-plane operations.
Both 70h is followed without address setting. Specifically, Read Status return the combined status values of the independent status
register bits according to Table below.

Read Status Definition

1/00 /01 1102 1/03 /04 I/05 1/06 1107
L Pass: 0 Pass: 0 Busy: 0 Busy: 0 Protected: 0
Definit . .
etinttion Fail: 1 Fail: 1 Reserved | Reserved | Reserved Ready: 1 Ready: 1 Not Protected: 1
Read NA NA NA NA NA NA Busy/Ready Write Protect
Cache Flash array Host .
Read NA NA NA NA NA Busy/Ready Busy/Ready Write Protect
Page : .
Program Pass/Fall NA NA NA NA NA Busy/Ready Write Protect
Cache . . Flash array Host .
Program Pass/Fail | (N-1) Pass/Fail NA NA NA Busy/Ready Busy/Ready Write Protect
ggglé Pass/Fall NA NA NA NA NA Busy/Ready Write Protect
Note:

1. During Block Erase, Page Program or Copy-Back operation, /00 is only valid when /06 shows the Ready state.

2. During Cache Program operation, 1/00 is only valid when 1/05 shows the Ready state, and 1/01 is only valid when 1/06 shows the
Ready state.

Elite Semiconductor Memory Technology Inc.
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Reset

The device offers a reset function by command FFh. When the device is in ‘Busy’ state during any operation, the Reset operation will
abort these operations except during power-on when Reset shall not be issued until R/B# is set to one (i.e. ready). The contents of
memory cells being programmed are no longer valid, as the data will be partially programmed or erased. Although the device is already
in process of reset operation, a new Reset command will be accepted.

\4

P
<

R/B# trsT

v

e
I/Ox FFh
\__/

Reset Timing

When Status Read command (70h) is input after Reset Operation

—® D
Status : Pass/Fail -> Pass
R/B# —\—/ : Ready/Busy -> Ready

Status Read after Reset operation

When two or more Reset commands are input in succession

PON a @)
1 FF
—( G, \.( FF
R/B# \ /
The second @ command is invalid, but the third @ command is valid.

Successive Reset operation

Publication Date: Jan. 2020
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Page Copy

By using Page Copy, data in a page can be copied to another page after the data has been read out. When the block address changes
(increments) this sequenced has to be started from the beginning.

4—» P
R/B# l | tocesyw?
Add
110X —‘ OOhH 5cy£‘f§§ H ]—[Data output HSChH ég?/{:?gg HData Input HlS

Col. Add. 1,2 & Row Add. 1,2,3 R ol Add. 1.2 & Row Add. 1,2,3 -
Source Address (Page-A) Destination Address (Page-B) 11
Data cache [ | [—>(Data [ Il[<—1—(Data
Page Buffer [~ ] | ] outpui) ] input)
" Page A Page A Page A Page A

0) (n (D (V)

I. Data for Page A is transferred to the Data Cache

Il. Data for Page A is read out

Ill. Copy Page address B is input and if the data needs to be changed, changed data is input
IV. Data Cache for Page B is transferred to the Page Buffer

|

RIB# : tDCBSYRZ N tbcesyw2 :
I A ALY I

vox —+—f{oon]—{ 8855 Hean————{Datm oupur |-acnH &&as Hoata inputHasn}—————

,_JI_] Col. Add. 1,2 & Row Add. 1,2,3 Col. Add. 1,2 & Row Add. 123

|
- 'l_'l
| 1| Source Address (Page-C) Destination Address (Page-D) |2
[« | [—=>®an [ <——(Data
17 || | ouwu) [ ineu
N Page B Page B
Page D Page D
\ Page A Page A
* Page C Page C Page C Page C
V) (VD) (Vi (VI
V. Data for Page C is transferred to Data Cache while the data of Page B is being programmed
VI. After the Ready state, Data for Page C is output from the Data Cache
VII. Copy Page address D is input and if the data needs to be changed, changed data is input
VIII. After programming of page B is completed, Data Cache for Page D is transferred to the Page Buffer
Elite Semiconductor Memory Technology Inc. Publication Date: Jan. 2020
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l tbcesyr2

-
tocesyr2 :

l
R/B# :

| |
10 —1——{oon} {58 J-oan)————{oar o - {oon) {355 o |
| |
~+, Col. Add. 1,2 & Row Add. 1,2,3 Col. Add. 1,2 & Row Add. 1,2,3 -
| - - |
e Source Address (Page-E) (Data output) Source Address (Page-Y) s
| = [z | 4 |
a, | | & | |
Page E Page E Page X L DPaoe X
Page D Page D
Page C Page C Bagey \SEETTERG
(1X) (X) (XN (X1

R/B#

1/10x

IX. By the 15h command, the data in the Page Buffer is programmed to Page D. Data for Page E is transferred
to the Data cache

X. Data for Page E is read out

XI. Data Cache for Page X is transferred to the Page Buffer

XIl.The data in the Page Buffer is programmed to Page X. Data for Page Y is transferred to the Data Cache

1 < »
: | l tLproc (*1)
' Address [ i
Data output [—8Ch Data Input —10h
R 5Cycles 0

- Pass
3] Col. Add. 1,2 & Row Add. 1,2,3 Fail
~7  (Dataoutput) Destination Address (Page-Z)
[ I<—1—(Data
— —
Page X Page X Page X
Page Z Page Z
Page Y Page Y Page Y
(XN (XI\VY (XW)

XIll. After the Ready state, Data for Page Y is output from the Data Cache
XIV. Copy Page address Z is input and if the data needs to be changed, changed data is input
XV. By issuing the 10h command, the data in the Page Buffer is programmed to Page Z

(*1) Since the last page programming by the 10h command is initiated after the previous cache program, the tLPROG here will be expected as the following,
tLPROG = tPROG of the last page + tPROG of the previous page - (command input cycle + address input cycle + data output/input cycle time of the last page)

NOTE)
Data input is required only if previous data output needs to be altered.
If the data has to be changed, locate the desired address with the column and page address input after the 8Ch command,
and change only the data that needs be changed.
If the data does not have to be changed, data input cycles are not required.

Make sure WP is held to High level when Page Copy operation is performed.
Also make sure the Page Copy operation is terminated with 8Ch-10h command sequence
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PACKING DIMENSIONS

67-BALL  (6.5x8 mm)

Pin#1 index D
side -~

N

] N
! T 1<
‘ ‘ S;/%) S |
oo o0o00  Solder ball 7 ]
P Seating plane
A - D1 - Detail : "A"
%th— | %kﬂqib
o0 | 00Wt4
ooooooo®£
OO 00000
ORONGIONONO)
| 000000 | O
OOO000O0
ORONGIOCNONO)
ONONONOHORONORG®
ONONONOONONOR® '
Pin#l index - © O | CO®
Symbol Dimension in mm Dimension in inch
Min Norm Max Min Norm Max
A 1.00 0.039
A 0.34 --- 0.44 0.013 --- 0.017
A, --- 0.56 --- --- 0.022 ---
D, 0.41 0.46 0.51 0.016 0.018 0.020
D 6.40 6.50 6.60 0.252 0.256 0.260
E 7.90 8.00 8.10 0.311 0.315 0.319
D, 5.60 BSC 0.220 BSC
E, 7.20 BSC 0.283 BSC
e 0.80 BSC 0.031 BSC

Controlling dimension : Millimeter.
(Revision date : Nov 02 2019)
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Revision History

Revision Date Description

0.1 2019.11.27 Original

1. Modify Read ID
2. Correct typo

0.2 2020.01.17
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Important Notice
All rights reserved.

No part of this document may be reproduced or duplicated in any form or
by any means without the prior permission of ESMT.

The contents contained in this document are believed to be accurate at
the time of publication. ESMT assumes no responsibility for any error in
this document, and reserves the right to change the products or
specification in this document without notice.

The information contained herein is presented only as a guide or
examples for the application of our products. No responsibility is
assumed by ESMT for any infringement of patents, copyrights, or other
intellectual property rights of third parties which may result from its use.
No license, either express , implied or otherwise, is granted under any
patents, copyrights or other intellectual property rights of ESMT or
others.

Any semiconductor devices may have inherently a certain rate of failure.
To minimize risks associated with customer's application, adequate
design and operating safeguards against injury, damage, or loss from
such failure, should be provided by the customer when making
application designs.

ESMT's products are not authorized for use in critical applications such
as, but not limited to, life support devices or system, where failure or
abnormal operation may directly affect human lives or cause physical
injury or property damage. If products described here are to be used for
such kinds of application, purchaser must do its own quality assurance
testing appropriate to such applications.
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